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Instability interaction and breakdown were experimentally investigated in the flow over
a swept backward-facing step. Acoustic forcing was used to excite the Tollmien-Schlichting
(TS) instability and to acquire phase-locked results. The phase-averaged results illustrate
the complex nature of the interaction between the TS and stationary crossflow instabilities.
The weak stationary crossflow disturbance causes a distortion of the TS wavefront. The
breakdown process is characterized by large positive and negative spikes in velocity. The
positive spikes occur near the same time and location as the positive part of the TS wave.
Higher-order spectral analysis was used to further investigate the nonlinear interactions
between the TS instability and the traveling crossflow disturbances. The results reveal that
a likely cause for the generation of the spikes corresponds to nonlinear interactions between
the TS, traveling crossflow, and stationary crossflow disturbances. The spikes begin at low
amplitudes of the unsteady and steady disturbances (2-4% Ue) but can achieve very large
amplitudes (20-30% Ue) that initiate an early, though highly intermittent, breakdown to
turbulence.

Nomenclature

b2 bicoherence squared
c chord length, m
Cp pressure coefficient, Cp = p−p∞
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f frequency, Hz
N N -factor
Re′ unit Reynolds number, 1/m
T period of instability wave, s
Tu turbulence intensity
U mean boundary layer velocity, m/s
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u,v,w velocity components in the x, y, and zn directions, m/s
U ′ steady disturbance velocity, m/s
u′, v′, w′ fluctuating components of velocity, m/s
u′ph instantaneous phase averaged velocity, m/s
U ′rms spanwise root mean square of steady disturbance velocity, U ′, m/s
u′rms,v

′
rms,w

′
rms temporal root mean square of u′,v′,w′, m/s

Ue boundary layer edge velocity, m/s
U∞ freestream velocity, m/s
x streamwise direction
xh streamwise location of step
xr reattachment location in terms of the number of step heights downstream of the step
xsh number of step heights downstream of step in the x-direction
y wall-normal direction
z spanwise direction (parallel to the leading edge)
z1 initial spanwise location of xy-scan, mm

Φ biphase, rad
φ phase, rad

BFS Backward-facing Step
DRE Discrete Roughness Element
LFC Laminar Flow Control
TCF Traveling-Crossflow
TS Tollmien-Schlichting

I. Introduction

Improving aircraft fuel efficiency is the ultimate goal of many aerospace science research efforts. Cuts in
airplane fuel consumption will not only help keep airline flights at reasonable costs despite the ever-increasing
price of fuel but can also result in significant reductions in CO2 emissions. One promising approach, which
can contribute significantly to the overall vehicle drag reduction, is to utilize laminar flow control (LFC)
techniques, either passive or active, to maintain laminar flow over large portions of the aircraft surface (the
wings in particular).

In theory and in the laboratory, LFC techniques can work quite well. However, real-world applications
result in additional difficulties that can be detrimental if not well-managed. One such difficulty is the
disruption of laminar flow that can occur if small protuberances or surface imperfections are present on the
wing surface. These imperfections can result from insect residue, rivets, bolts, steps, gaps, paint, and other
sources. In order for LFC to be effective in an operational environment, it is crucial that we gain a better
understanding of how surface irregularities affect transition. This is important so that more reasonable
manufacturing tolerances can be specified.

In a swept-wing flow, stationary crossflow is typically the dominant transition mechanism. However, when
a step is introduced into the flow, the step can act as a receptivity site for other types of disturbances, and
it can also modify the mean flow so that those disturbances are destabilized for a short region downstream
of the step.

The effect of 2D steps on swept-wing transition has been studied recently. This work has generally been
limited to observing the behavior of the transition front as the step height is increased,1,2 but more recently,
researchers have begun to study the flow in more detail. Duncan et al.3 performed hotwire measurements
downstream of forward- and backward-facing steps to determine the effect of the steps on stationary crossflow
instabilities. They found that the steps caused an increase in N-factor for the stationary crossflow, but the
stationary crossflow amplitudes were very low at the step, and therefore the uncertainty of the N-factors was
high. Tufts et al.4 performed computations to study the interaction between stationary crossflow instabilities
and a two-dimensional step excrescence. They found that the backward-facing step did not amplify the
stationary crossflow modes, but they did verify the existence of a traveling instability in the recirculation
region downstream of the step. They conclude that transition is likely caused by an interaction between
this traveling mode and the stationary crossflow mode. Eppink et al.5 performed detailed boundary-layer
measurements downstream of a backward-facing step and identified several different types of instabilities
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that were introduced by the step and modulated by the stationary crossflow vortices. One of the unsteady
disturbances identified downstream of the step is believed to be a traveling crossflow instability, similar to
what was seen in the computations of Tufts et al.4 The second type of instability identified downstream
of the step was a nearly two-dimensional, i.e., streamwise traveling disturbance, which, based on the mode
shape, phase speed, and wave angle, is believed to be a Tollmien-Schlichting (TS) instability.

The interaction of stationary crossflow and TS disturbances is not well understood and, in general,
has not been studied in much detail. Bassom and Hall6 performed a theoretical study of the interaction
of stationary crossflow and TS disturbances on a rotating disc. They found that the main influence of
the stationary crossflow vortex on the TS wave was through the mean-flow modification caused by the
stationary crossflow vortex. The vortex could have either a stabilizing or a destabilizing effect depending
on the orientation of the TS wave. The measurements by Fransson et al.7 and simulations of Choudhari
and Fischer8 illustrate the differential spanwise growth of TS modes in the presence of stationary streaks
(analagous to crossflow vortices) in 2-D boundary layers. Wassermann and Kloker9 performed computations
to study laminar breakdown in the adverse pressure gradient of a swept flat-plate flow, with varying TS
and stationary crossflow relative amplitudes. The stationary crossflow modes in this case result from the
upstream region of favorable pressure gradient flow on the flat plate. They found that the interaction of the
stationary crossflow and TS instabilities results in the generation of fundamental low-frequency secondary
modes, but the TS waves themselves are not important for the growth of these modes nor for breakdown.

Transition over protuberances (such as 2D steps) is complicated and apparently involves the interaction
of multiple types of disturbances. The current research is a follow-on experiment to the experiment described
by Eppink et al.5 Acoustic forcing is used in an attempt to answer some remaining questions pertaining
to the types of instabilities that occur downstream of the step, as well as how the different instabilities
interact and ultimately lead to breakdown. Sections II-III cover the background of the experimental setup
and previously reported results. The general effect of forcing on the different instability mechanisms is
discussed in Section IV. The phase-averaged results showing the interaction of the TS and stationary
crossflow instabilities are then presented in Section V, and the ”spike” breakdown mechanism is discussed
in Section VI. Finally, results from the higher-order spectral analysis are discussed in Section VII.

II. Experimental Setup

The experiment was performed in the 2 Foot by 3 Foot Low-Speed Boundary-Layer Channel at NASA
Langley Research Center. The tunnel is a closed circuit facility with a 0.61 m high by 0.91 m wide by 6.1
m long test section. The tunnel can reach speeds up to 45 m/s (Re′ = 2.87 x 106/m) in the test section.

Freestream turbulence intensity levels, Tu = 1
U∞

√
1
3 (u′2 + v′2 + w′2), were measured using a crosswire in

an empty test section to be less than 0.06% for the entire speed range of the tunnel, and less than 0.05% for
the test speed of 26.5 m/s. This value represents the total energy across the spectrum (from 0.25 Hz to 10
kHz), and has not been filtered to remove the low-frequency acoustic component. Thus, this tunnel can be
considered a low-disturbance facility for purposes of conducting transition experiments.10

The 0.0127-m thick flat plate model consists of a 0.41 m long, 30◦ swept leading-edge piece and a longer
downstream piece (see Fig. 1). The model is 0.91 m wide (thus, spanning the width of the test section) and
2.54 m long on the longest edge. The downstream or leading-edge pieces can be adjusted relative to each
other using precision shims to create either a forward-facing or a backward-facing 2D step of a desired height
that is parallel with the leading edge. The leading-edge piece was polished to a surface finish of 0.2 µm, and
the larger downstream plate had a surface finish of 0.4 µm. The chord, c, is taken as the longest edge of the
plate (2.54 m) and is used to non-dimensionalize quantities throughout the paper. Thus, the step is located
at x/c=0.161. A leading-edge contour was designed for the bottom side of the plate to make the suction-peak
less severe and avoid separation, which could potentially cause unsteadiness in the attachment-line flow.

A 3D pressure body along the ceiling was designed to induce a streamwise pressure gradient so that
transition would be dominated by stationary crossflow. The ceiling liner was contoured to simulate nearly
infinite swept-wing flow within a mid-span measurement region of width 0.3 meters. This was achieved by
designing the liner such that the Cp contours were parallel with the leading edge within the core region. The
ceiling liner was fabricated out of a hard foam using a computer-controlled milling machine.

All measurements were performed at a freestream velocity of 26.5 m/s (Re′ = 1.69 x 106/m). The
data were acquired using a hotwire mounted on a traversing system that could be moved in all three (x, y,
and z) directions. Detailed boundary-layer measurements allowed for tracking of the instability growth and
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determining the effect of the backward-facing step on the instabilities. Additionally, sublimating-chemical
flow visualization was performed using naphthalene to determine transition location. Discrete roughness
elements (DREs) were used to excite the most-amplified stationary crossflow wavelength. The DREs were
applied with a spanwise spacing, λz, of 11 mm and were approximately 20 µm thick. DREs with two different
diameters were used: 2.75 mm (small DREs) and 4.4 mm (large DREs). The large diameter DREs led to
larger initial amplitudes of the stationary crossflow due to the enhanced receptivity. The spacing of the DREs
(11 mm) corresponds to the most amplified stationary crossflow wavelength calculated for the baseline case
(i.e., with no step).

Hotwire data were obtained using a constant-temperature anemometer with a 1:1 bridge configuration.
Single-sensor hotwire probes were used throughout the test for the boundary-layer measurements. The wires
were 5-µm diameter, platinum-plated tungsten wires with a sensor length of 1.25 mm. The data were AC-
coupled at 0.25 Hz to acquire the fluctuating velocity component and low-pass filtered at a cut-off of 10 kHz.
Data were typically digitized at a sampling rate of 25 kHz. For more details of the experiment setup, as well
as data reduction and uncertainty analysis, refer to Eppink et al.5

The acoustic excitation was provided by four speakers that were flush mounted on the wall upstream
of the test section. The speakers were mounted with the cones normal to the flow direction. The 8-Ohm,
203.3-mm diameter woofers have a frequency range of 30 to 500 Hz.

III. Previous Experimental Results

Results for the backward-facing step (BFS) cases are discussed in detail by Eppink et al.5 but will
be summarized here as context for the following discussion. Transition occurred far downstream and was
dominated by stationary crossflow until the step height was increased above approximately 49% of the local
boundary-layer thickness for the baseline case. At that step height, transition moved upstream abruptly,
but still occurred more then 300 step heights downstream of the step. This was also well downstream of
the separation bubble, which extended approximately 30 step heights downstream of the step. The velocity
spectra downstream of the step were found to be rich with unsteady disturbances in a broad frequency
band (f ≈ 80 to 1500 Hz). These unsteady disturbances were not present in the baseline case and are
believed to be directly responsible for transition in the presence of the step since the stationary crossflow
amplitudes remained too low to cause transition via their high-frequency secondary instabilities. Data were
acquired simultaneously from two hotwires in the boundary layer to extract phase speed and wave angle
information. Based on these results, three distinct disturbance bands were identified corresponding to a
traveling crossflow (TCF) type disturbance (f=80 to 200 Hz), a TS-like disturbance (f=200 to 800 Hz), and
a shear-layer disturbance (f=800 to 1500 Hz). The linear stability calculations performed for the baseline
case did not show the existence of any unstable TS modes due to the favorable pressure gradient. The
existence of this instability in the experiment is believed to be due to the short unfavorable pressure gradient
region that exists downstream of the BFS. The TS instabilities may be unstable in this short region, and
then persist downstream due to nonlinear interactions.

The unsteady disturbances were modulated in the spanwise direction by the stationary crossflow and
thus formed regions of peaks and valleys in amplitude with spanwise spacing corresponding to the dominant
stationary crossflow wavelength. The initial amplitude of the stationary crossflow affected the peak amplitude
of the unsteady disturbances across all three bands, causing the amplitudes to increase with increasing
initial amplitude, and thus causing transition to move upstream. Thus, the effect of stationary crossflow on
transition in the backward-facing step case is understood to be via the spanwise modulation and increased
growth of the unsteady disturbances. Large spikes in velocity were observed to occur well upstream of the
breakdown location and appeared to be related to some type of breakdown mechanism resulting from the
unsteady disturbances.

IV. General Effect of Sound on Unsteady Disturbances

All measurements with acoustic forcing were performed with a BFS height of 45% of the local boundary-
layer thickness and with the large DREs. This step height was just below the critical step height of 49%,
where transition moved upstream abruptly from the baseline case, but the unsteady disturbances were still
present at this step height and intermittent breakdown was beginning to occur. This lower step height was
chosen for the current investigation because it was believed that the more intermittent nature of the spikes

4 of 38

American Institute of Aeronautics and Astronautics



would make them easier to identify and study.
Limited measurements were performed initially to determine the effect of acoustic forcing in each of the

three disturbance bands identified in the case without such forcing. It was found that forcing in the traveling
crossflow frequency band did not result in any measurable change in boundary layer disturbances across
any band. Forcing in the TS and shear-layer frequency bands resulted in increased disturbance amplitudes
across a broad range of frequencies. These results are not surprising given the current understanding of
the different disturbance types. Traveling crossflow modes are not expected to be sensitive to acoustic
forcing.11–13 However, TS and shear-layer instabilities are sensitive to sound.14–21

Initially, yz-scans spanning a short spanwise segment of approximately 1 stationary crossflow wavelength
were performed at three different streamwise locations with and without forcing in the TS frequency band
(f=260 Hz). The forcing signal was measured in the freestream to be approximately 94 dB. The steady
disturbance velocity contours are shown in Fig. 2. There are some minor differences evident in these scans,
but there does not appear to be any major difference between the forced and unforced cases. Certainly, the
forcing does not cause any significant change in amplitude of the stationary crossflow. The u′ rms amplitude
in each disturbance band at xsh=100 is shown in Fig. 3. The mean-flow contours are also overlaid on these
plots. The modulation of the unsteady disturbances due to the action of the stationary crossflow is evident
in this figure. It is also apparent that the acoustic forcing results in increased peak amplitudes in all three
of the disturbance bands. This is illustrated further in Fig. 4, in which the difference in the peak amplitudes
between the forced and unforced cases from each yz-scan are compared. The peak TS amplitude with the
forcing is significantly larger than with no forcing at the two upstream measurement locations. This increase
in amplitude is expected since the forcing frequency is within the TS frequency range. There is only a very
small difference between the forced and unforced cases in the traveling crossflow frequency range at the
most upstream measurement location. However, the two downstream locations exhibit a larger amplitude
difference, indicating that the forced case results in larger peak amplitudes even in this frequency band.
The shear-layer instability behaves similarly to the traveling crossflow instability. This increase in amplitude
across the traveling-crossflow and shear-layer instability frequency bands is interesting given that the forcing
is confined to the TS frequency. This behavior indicates that the TS disturbances are undergoing nonlinear
interactions with disturbances in the other frequency bands.

The effects of forcing on velocity spectra at a single yz location at each measurement station are compared
in Fig. 5. The peak at 260 Hz in Figs. 5a and 5b corresponds to the forcing frequency. As expected, at
xsh=65 the effect of forcing on TS disturbances is limited to a narrow frequency band near the forcing
frequency. The increase in the traveling-crossflow frequency range (80-200 Hz) with forcing is evident at
the two downstream locations, xsh=100 and 145. The increase in the shear-layer instability portion of the
frequency spectrum (800-1500 Hz) first becomes noticeable at xsh=145, even though Fig. 4 shows an increase
in the peak integrated amplitude of this frequency band at xsh=100. This discrepancy is likely due to the
fact that these spectra were taken at a single location near the peak of the TS instability, and the peak
location of the shear-layer disturbance appears to shift location slightly compared to the TS disturbance (see
Figs. 3e and 3f).

Breakdown to turbulence was preceded by the appearance of large amplitude velocity spikes. Far down-
stream of the location where the spikes were first observed, they became very large (> 30%Ue) and began to
exhibit high-frequency fluctuations, indicating the beginning of breakdown.22 As a way of quantifying the
spikes, the number of spikes above a chosen threshold of four times the standard deviation (σ) of u′ in each
time trace were counted. Figure 6 shows that the positive spikes occur most frequently near the wall, while
the negative spikes occur away from the wall and offset in the spanwise direction from the positive spikes.
The maximum number of positive and negative spikes from each yz-scan with and without forcing is plotted
in Fig. 7. At these locations, the maximum number of positive spikes with no forcing is consistently higher
than the maximum number of negative spikes with no forcing, especially for the two downstream locations.
The maximum number of both negative and positive spikes is consistently higher with forcing than with no
forcing. The increased occurrence of spikes correlates with the higher unsteady disturbance amplitudes with
forcing. Unfortunately, since the forcing resulted in higher amplitudes in all three frequency bands, it is not
clear whether the increase in spike occurrence is directly related to the TS instability. However, at the first
streamwise location (xsh=65), there was not much difference in the traveling-crossflow and shear-layer insta-
bility amplitudes with and without forcing. Since there is an increase in the number of spikes with forcing
at this location (particularly the negative spikes), the increase in spikes is at least partially attributable to
the increase in amplitude of the TS disturbance.
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The transition location was measured qualitatively using naphthalene flow-visualization for the cases
with and without forcing. There was no noticeable change in the transition location between the two cases.
While there is an increase in the number of spikes with forcing, breakdown is still intermittent. The increase
in spikes caused by the forcing is apparently not enough to cause a visible change in the transition front.

V. Interaction of TS and Stationary Crossflow

A. Data Analysis

It was possible to obtain phase-locked results with the speaker since there was high coherence between the
forcing signal and the disturbances in the boundary layer at the forcing frequency. Thus, phase-averaged
velocity profiles were computed and were used to observe the interaction of the stationary crossflow and the
TS disturbance. This data acquisition and analysis was performed with forcing at 300 Hz for yz-scans at
two streamwise locations (60 and 82 step heights downstream of the step), and streamwise scans (i.e., x-y
surfaces) at two locations. The first streamwise scan was performed along a streamline corresponding to the
location at which the positive spikes occurred most frequently. The second streamwise scan was performed
along a streamline corresponding to the spanwise location of the most negative spikes.

It was necessary to sample the function generator (forcing) signal for these scans in order to perform
the data analysis. Phase-averaged data at each point were obtained as follows. The u′ time trace was
shifted by the amount required for the simultaneously acquired forcing signal to be at the same phase as
the reference signal (this reference signal was chosen to be the forcing signal from the first point in the first
yz-scan acquired). The time signal was then split into segments with length corresponding to the period of
the forcing frequency. With a 25 kHz sampling rate, 300 Hz corresponds to 83.333 time steps. Of course,
the length of the segment has to be an integer, so the segments were 83 points long. After every three
time segments, a single point was dropped from the time sequence to allow for phase alignment of the next
segment. Thus, there may be some minor noise associated with the imperfect phase alignment.

The segments were then averaged to obtain the phase-averaged signal. This was repeated at each point
in the boundary-layer scan. It was found that a harmonic of the forcing frequency was present inside the
boundary layer. Since the goal was to phase-average the primary mode, the signal was digitally filtered prior
to phase-averaging using a band-pass filter centered around the forcing frequency.

B. Results

Results for the two yz-scans are shown in Figs. 8-16 at equal time intervals throughout the period. For
now, the discussion will be limited to the two plots on the top of the figures (a and b). The color contours
in these plots represent the instantaneous phase-averaged velocity. Note the different color scales in these
plots. At the downstream location, the disturbance reaches a higher peak amplitude. Since this disturbance
is traveling in the streamwise direction (out of plane), these figures are showing a picture of the distorted
TS wave as it passes through this plane. As the TS wave passes through the y-z plane, the positive peak
occurs off the wall (Fig. 9a,b) and then moves toward the wall (Figs. 10-12a,b). Then the negative peak
does the same (Figs. 13-16a,b). Typically, in the absence of stationary crossflow, the TS wave would be
characterized by constant bands across the span (i.e., there should be no spanwise variation in amplitude
or phase) since the TS wave is traveling close to the streamwise direction. A variation in amplitude of the
TS wave across the span is clear in these figures. A variation in phase is particularly evident near the wall
(y ≤ 1 mm), but can be seen more readily if we plot the phases across the span at particular y-locations.
These plots are shown in Fig. 17 for both planes. The results have been unwrapped to eliminate phase
jumps larger than π. Particularly for the upstream location (Fig. 17a), there is a variation of the phase
across the span with a wavelength of 11 mm. However, for z >170 mm, the behavior changes close to the
wall. Farther downstream, the 11 mm variation is not quite as strong, and in fact it appears as though the
TS wave may have some component of travel in the spanwise direction, since the lines near the wall have an
overall positive slope. Farther from the wall, the 11 mm variation is still clear. This spanwise variation of
the phase illustrates that the wavefront of the TS wave is distorted by the stationary crossflow. Evidently,
the stationary crossflow, even at very small amplitudes of approximately 2-3% Ue, can cause a distortion of
the TS-instability amplitude and wavefront.

Results for the two xy-scans are shown in Figs. 18-26 at equal time intervals throughout the period.
The xy-scans were performed by choosing an initial z-location at the most upstream x-location, and then
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following the curvature of the streamline downstream, which is approximately the trajectory of the stationary
crossflow vortices. Thus, the initial z-location (z1) is denoted for each scan. The z-location of the first scan
(z1=154.5 mm) was chosen to correspond to the approximate location of maximum positive spikes, while
the second one (z1=157.5 mm) was chosen as the approximate location of maximum negative spikes.

There is a 180◦ phase shift occurring near the edge of the boundary layer, as would be expected of a TS
instability. From these results we can also see that the wave is traveling downstream, with a phase speed
of approximately 30% Ue, which is in agreement with the previously reported phase speed measurements
for the TS instability.5 This phase speed is computed by tracking a peak downstream over one cycle, thus
computing the speed based on how far the peak traveled. For the first scan (Fig. 18a), the amplitude of
the mode increases until approximately xsh=60 before starting to decay. In the second scan (Fig. 18b), the
amplitude starts to decay earlier, around xsh=40. In this scan, the mode appears to split apart starting at
around xsh=60, resulting in a double-peaked mode shape. This is due to the distortion of the TS instability,
and is just starting to become evident in the downstream yz-scan (see Fig. 9b). This double-peaked mode
shape behavior was also seen in the computations of Choudhari and Fischer8 (see Fig. 9c).

These results illustrate the complex nature of the interaction between the TS and stationary crossflow
instabilities. The stationary crossflow causes a distortion of the TS wavefront, which results in a complex flow
field, the nature of which may lead to some unknown breakdown mechanisms. The breakdown to turbulence
of this type of flow field is not understood and will be examined further in the following sections.

VI. Analysis of Spikes

As mentioned earlier, large amplitude velocity spikes occur prior to breakdown and appear to be the
main mechanism leading to breakdown. In order to understand how transition occurs in this case, we need
to understand more about the spike mechanism and what causes it.

A. Data Analysis

In order to determine the relationship of the large velocity spikes to the TS disturbance, it was necessary
to obtain a phase-averaged version of the spikes. However, due to the somewhat random nature of the
spikes, it was not a straightforward task to obtain this result. Several different data analysis techniques
were attempted, with varying success. As mentioned in the previous section, the time series were split up
into sections with length corresponding to the forcing period in order to perform the phase averaging. For
the spike analysis, no band-pass filter was applied, and each of these segments was tested to determine
if a spike (either positive, negative, or both) had occurred during that segment of time. The criteria for
identification of the spikes in this case was 2 standard deviations larger than the entire time series rather
than the 4 standard deviations used earlier. This lower threshold was used in order to include more spikes
in the analysis, since the spike occurrence is actually rather sparse. Figure 27a illustrates the relationship of
the positive spikes to the primary TS mode. This plot is showing the time series split up into longer time
segments (three times the period of the 300 Hz wave) in order to better illustrate how the spikes are related
to the primary mode. The spikes here are visible as (mostly positive) large amplitude deviations from the
phase-averaged value.

It is clear that the positive spikes occur mainly during the positive part of the primary wave cycle.
However, there is visible scatter in the time of arrival, the shape of the spikes, and the amplitude. This is
probably due to several factors, primarily the broadband nature of the disturbance field. Even though we are
forcing at a single frequency, there is still a lot of energy in a broad range of frequencies. Additionally, the flow
mechanism that causes these spikes appears to be convecting downstream. Previous hotwire measurements23

were performed in which a fixed wire was placed downstream of the traversing hotwire. The spikes were
measured at the downstream station shortly after they occurred at the upstream station, indicating that
the spikes were, in fact, convecting downstream. Thus, if spikes at this location are being generated and are
convecting from upstream simultaneously, some amount of scatter is to be expected.

Initially, the maximum positive or negative amplitude (for either a positive or negative spike, respectively)
at each location and each time within the time segment was used as a measure of the instantaneous spike
value. This produced satisfactory results. There was evidence of some spatial coherence of these structures
and a clear relationship with the forced TS mode.

A second approach was attempted, which reduced the amount of scatter. For each location, the time
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segments that were identified as having positive or negative spikes were analyzed to determine the time
of peak amplitude. In general, although these times could appear to be somewhat random, a plot of the
histogram revealed an approximately symmetric and unimodal distribution with a maximum number of
spikes occurring within a particular time window (see Fig. 27b). Since the spikes could occur near the
beginning or end of the time segment, simply taking an average of the spike times would not give the desired
result. The times were wrapped around until a normal distribution was found (i.e., until the peak of the
histogram occurred in the middle of the time segment). For example, if there were 100 points in the time
segment, and the time segment was divided into 10 bins, the time bin from 1-10 would become 101-110, then
the second bin would become 111-120, etc. It was found that minimizing the standard deviation was an easy
and effective way of determining the necessary wrapping. Once the wrapping was complete, the average was
taken, and this average value was used as the time of arrival of the spike. Then, all of the time segments
of the spikes occurring within a specified time window around this time (+/- 5 time steps) were averaged
together to obtain the phase-averaged spike time segment at that location.

B. Results

The results using the second approach are presented in this paper. Results from this analysis indicate that
the spikes are, in fact, temporally associated with the TS mode. The results are plotted in Figs. 8-16 for the
yz-scans and Figs. 18-26 for the xy-scans. The positive and negative spike average time series are plotted
separately (positive in Figs. c and d, negative in Figs. e and f). The velocity contours of the phase-averaged
TS mode are overlaid on these plots for reference. Note that different color scales were used for each plot so
that the results would be more visible.

Several observations can be made regarding the nature of the spikes. As was evident in Fig. 27a, the
positive spikes appear to be strongly correlated with the positive part of the phase of the TS wave. This is
evident in both the yz-scans (Figs. 8-16 c and d) as well as the xy-scans (Figs. 18-26 c and d).

In the yz-scans, the peak amplitude of the positive spike tends to occur offset from the TS peak amplitude
to the right and slightly closer to the wall (see Fig. 11c). The maximum negative spike amplitude occurs off
of the wall (see Fig. 13e). At the upstream location, the appearance of the negative spikes occurs shortly
after the appearance of the maximum positive spike amplitude, but precedes the occurrence of the maximum
negative amplitude of the TS wave. Farther downstream, the negative spikes occur at approximately the
same time as the positive spikes. The negative spikes appear to spread laterally at the downstream location
compared to the upstream location (compare Figs. 13e and 11f). These figures are at different times, but they
are approximately the times at which the the maximum negative part of the spike occurs at each location.

The xy-scans shed some more light on this behavior. Remember that the first xy-scan (z1=154.5 mm)
was taken at a location corresponding to the maximum occurrence of positive spikes, while the second xy-
scan (z1=157.5 mm) was taken at the location of the maximum occurrence of negative spikes. Thus, when
comparing positive and negative spikes, we should focus on Figs. c and f, since these correspond to the
locations of maximum positive and negative spikes, respectively. It becomes apparent that upstream (say at
xsh=60, where the first yz-scan was acquired), the positive spikes do in fact precede the occurrence of the
negative spikes. Here, the maximum positive spike amplitude occurs around t=7.33e-4 seconds (Fig. 20),
whereas the peak negative spike amplitude does not occur until t ≈1.8e-3 seconds (Fig. 23). In fact, it
appears that closer to the step (approximately 40 step heights downstream), the negative spikes (Fig. 18f)
are somewhat correlated with the negative part of the TS wave (Fig. 18b). However, farther downstream
(around xsh=70), the negative spikes become more associated with the positive part of the TS wave. The
contours of the spikes also start to stretch out and become more slanted (similar to the behavior of the
phase-averaged TS contours). Since the maximum positive spike amplitude occurs near the wall, and the
maximum negative spike amplitude occurs off the wall, this stretching results in positive and negative spikes
occurring at approximately the same time, starting by around xsh=85, which is close to the x-location of
the second yz-scan.

These results help to elucidate the structure of the spike mechanism, how it develops downstream, and
the relationship of this mechanism to the TS mode. The results show that the appearance of this breakdown
mechanism is related to the TS mode, and that the timing of the positive spikes correlates with the positive
part of the TS wave cycle.
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VII. Higher-order Spectral Analysis

A. Data Analysis

The auto-bicoherence provides a measure of the phase-locking between three frequencies in a single time
series such that:

φ(f1) + φ(f2) = φ(f1 ± f2) + Φ (1)

where φ is the phase of the associated frequency component, and Φ is the biphase. Bicoherence is used
as a measure of the nonlinear interaction between multiple frequencies. Kim and Powers24 showed that
the square of the bicoherence, b2, is a measure of the fractional power of the wave at f3=f1 ± f2 due to
the coupling of the waves at f1 and f2. Similar to coherence, bicoherence is a normalized quantity with
values ranging from 0 to 1. Perfect phase-locking is indicated by a value of b2=1, whereas b2=0 indicates
no phase-locking. An example auto-bicoherence plot is shown in Fig. 28. In this figure, f1 and f2 are the
x- and y-axes, and f3 is either the sum or difference frequency. If two simultaneously acquired time series
are available, the cross-bicoherence can be used to determine whether f3 is a sum or difference frequency by
observing in which quadrant the interaction occurs. The bicoherence estimates in this paper were computed
by dividing up each time series into 240 records of 1024 points each.

B. Results

Previous hotwire results indicated the existence of nonlinear interactions between the different families of
unsteady disturbances.23 The interaction between the TS and traveling crossflow disturbances is investigated
further in this section. Plots of the auto-bicoherence at different locations reveal an interaction at 100 Hz
(traveling crossflow) and 300 Hz (TS). Figure 28 gives an example of the auto-bicoherence at a single location
showing a peak at (300 Hz, 100 Hz). The bicoherence between these modes is strongest near the wall at the
spanwise locations of the positive spikes. This is illustrated in Fig. 29, which shows the auto-bicoherence at
100 Hz and 300 Hz for both yz-scans. The fact that the location of the strongest bicoherence occurs near
the location of the positive spikes suggests that the interaction between these two modes may be responsible
for the generation of the spike phenomenon, even though the amplitude of the bicoherence is fairly low. The
biphase can be computed as well, and this is shown in Fig. 30 for both yz-scans. The biphase is essentially
the phase shift between the two modes and their sum or difference frequency, as given in Eq. 1.

The yz plot of the biphase is interesting in that the pattern looks very similar to the skewness plots for
these same scans (shown in Fig. 31). The skewness is plotted as a way of showing the spatial locations of the
positive and negative spikes. Values of positive skewness indicate that mainly positive spikes are occurring
at that location, and vice versa. Of course, the biphase is meaningless if there is no bicoherence, so the phase
is only shown at the locations where the bicoherence is greater than 1E-5. Despite the fairly low values of
bicoherence, these phase plots show some coherent structures, essentially indicating that there is a 180◦ shift
in the biphase between the locations of the negative and positive spikes.

By computing the cross-bicoherence of the previously acquired hotwire data in which flow data were
acquired simultaneously from two wires,23 we find that the interaction between the 100 Hz and 300 Hz fre-
quencies occurs in the first quadrant, indicating that it is a summing interaction. Thus, the third interacting
component of the triad occurs at 400 Hz. We also can show from these previous measurements that the
400 Hz component, being the same type of disturbance as the 300 Hz (TS), behaves similarly to the 300 Hz
component. The phase profiles for these two frequencies are illustrated in Fig. 32 for a single z-scan and a
single boundary-layer profile, which were taken at locations close to the measurement locations of the two
yz-scans. These figures show that the phase profiles of the 300 Hz and 400 Hz components are very similar,
at least across the yz-plane. The phases are expected to vary in the x-direction, since the two frequencies
have two different wavelengths and phase speeds associated with them. Given that the phases across the
whole yz-scan are similar, we can assume that φ(f1 = 300Hz) ≈ φ(f1 + f2 = 400Hz), which means that
in Eq. 1, φ(f1 + f2) ≈ φ(f1). This leaves φ(f2) ≈ Φ, in other words, the phase of the 100 Hz mode is
approximately equal to the biphase, as shown in Fig. 30.

The biphase contours are shown again in Fig. 33, this time overlaid with the u′rms line contours for the
traveling crossflow disturbance band (f=80 to 200 Hz). It was noted in the previous work5 that all of the
disturbance bands undergo distortion due to interaction with the stationary crossflow, but the distortion of
the traveling crossflow band is different from the other two. It is known that stationary crossflow can cause a
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distortion of a small-amplitude traveling crossflow wave, examples of which can be seen in Malik et al.,25 and
Li and Choudhari.26 Malik et al.25 show cases in which two peaks are observed in the rms of the traveling
crossflow mode, one close to the wall where the high momentum fluid is pushed down towards the wall, and
one (with lower amplitude) farther away from the wall. This is very similar to what is seen in the current
experiment (see Fig. 34a and b). When we overlay the u′rms contours on top of the biphase contours, there
is a striking similarity. If the above assumptions are true, it appears that the component of the traveling
crossflow instability that is off the wall (i.e., centered around z=152, 162, and 172 mm) is 180◦ out of phase
with the component that is near the wall (i.e., z=157, 168 mm).

Given the apparent connection between the locations of the positive and negative spikes and the locations
of these peaks in the traveling crossflow rms amplitude, it appears that the spike mechanism may result
primarily from the traveling crossflow wave, or from its interaction with the TS wave. It is also noteworthy
that the peak in the TS rms amplitude occurs near the same location as the traveling crossflow peak near
the wall (see Fig. 34), which is also similar to where the positive spikes occur and where the increase in
bicoherence occurs (Fig. 29). This is more evidence to suggest that the interaction of these two instabilities
is responsible for the spike phenomenon.

The questions that still remain are: why do the negative and positive spikes only occur in their respective
locations, and how do they reach such large amplitudes? One interesting thing to note is that the positive
spikes occur near the wall where the high momentum fluid is pulled down by the stationary crossflow,
while the negative spikes occur away from the wall where the low momentum fluid is pulled up by the
stationary crossflow. The mean flow contours, plotted in Fig. 31 on top of the skewness contours, illustrate
this relationship. Thus, these spikes would increase the base flow distortion, whereas, if the spike locations
were swapped (i.e., if the negative spikes occurred near the wall where the high momentum fluid was pulled
down, and vice versa), this would actually result in a decrease in the flow distortion.

VIII. Summary and Concluding Remarks

The results from this study confirm our current understanding of the types of disturbances that occur
downstream of the backward-facing step. The lower frequency disturbances are not sensitive to acoustic
forcing, which is expected of traveling crossflow. However, the acoustic forcing was effective at the higher
frequencies, which again is consistent with our understanding of these instabilities as TS and shear-layer
instabilities. Additionally, the more frequent occurrence of the large-amplitude velocity spikes that lead
to breakdown is shown to be related to the increased amplitude of the TS instability. Forcing in the TS-
instability frequency band also resulted in increased amplitudes of the traveling crossflow and shear-layer
instabilities, implying that nonlinear interactions are occurring between the different instability types.

Phase-locked results were utilized to study the interaction of the TS mode at 300 Hz with the stationary
crossflow. The results show that the small-amplitude stationary crossflow instability causes a drastic distor-
tion of the TS wave front, resulting in a very complex flow field. The location and timing of the positive
and negative spikes were also investigated via the phase-locked results. The spikes do appear to be related
temporally to the occurrence of the TS wave. In particular, the positive spikes occur at the same time
as the positive part of the TS wave and close to the same location, though typically offset in span and a
little closer to the wall. The timing and location of the negative spikes vary depending on the streamwise
location. Approximately 80 step heights downstream of the step, the positive and negative spikes begin
to occur simultaneously. The results from the higher-order spectral analysis indicate that the modulated
traveling crossflow disturbance may also be an important player in the generation of this spike breakdown
mechanism.

It is interesting that at such small disturbance amplitudes ( 2-4% Ue), these instabilities, in concert with
the stationary crossflow, can cause such large velocity fluctuations of approximately 10 times the unsteady
rms disturbance amplitude. The big question remaining is how exactly this mechanism occurs. We have
shown that the TS and traveling crossflow instabilities both play a role. The stationary crossflow also plays
an important role because it causes the spanwise modulation of the unsteady disturbances. Further study
is required in order to understand how this breakdown mechanism occurs so that we can better predict the
effect of backward-facing steps on transition in swept-wing flows.
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Figure 2: Steady disturbance velocity contours at xsh=100
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Figure 3: Comparison of all disturbance bands u′rms (colors) overlaid with mean-flow contours (lines) with
and without f=260 Hz forcing (all measurements at xsh=100)
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Figure 5: Velocity spectra at similar locations with and without f=260 Hz forcing
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Figure 6: Spike counts at xsh=100 with f=260 Hz forcing
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Figure 8: Phase-averaged yz-scan results with 300 Hz forcing, t=0 s. Contour lines of the phase-averaged
velocity at the same location are overlaid on Figs. c-f
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Figure 9: Phase-averaged yz-scan results with 300 Hz forcing, t=3.67e-4 s. Contour lines of the phase-
averaged velocity at the same location are overlaid on Figs. c-f
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Figure 10: Phase-averaged yz-scan results with 300 Hz forcing, t=7.33e-4 s. Contour lines of the phase-
averaged velocity at the same location are overlaid on Figs. c-f
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Figure 11: Phase-averaged yz-scan results with 300 Hz forcing, t=1.1e-3 s. Contour lines of the phase-
averaged velocity at the same location are overlaid on Figs. c-f
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Figure 12: Phase-averaged yz-scan results with 300 Hz forcing, t=1.5e-3 s. Contour lines of the phase-
averaged velocity at the same location are overlaid on Figs. c-f
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Figure 13: Phase-averaged yz-scan results with 300 Hz forcing, t=1.8e-3 s. Contour lines of the phase-
averaged velocity at the same location are overlaid on Figs. c-f
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Figure 14: Phase-averaged yz-scan results with 300 Hz forcing, t=2.2e-3 s. Contour lines of the phase-
averaged velocity at the same location are overlaid on Figs. c-f
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Figure 15: Phase-averaged yz-scan results with 300 Hz forcing, t=2.6e-3 s. Contour lines of the phase-
averaged velocity at the same location are overlaid on Figs. c-f
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Figure 16: Phase-averaged yz-scan results with 300 Hz forcing, t=2.9e-3 s. Contour lines of the phase-
averaged velocity at the same location are overlaid on Figs. c-f
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Figure 17: Phase of 300 Hz mode vs z at several y-locations
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Figure 18: Phase-averaged xy-scan results with 300 Hz forcing, t=0 s. Contour lines of the phase-averaged
velocity at the same location are overlaid on Figs. c-f
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Figure 19: Phase-averaged xy-scan results with 300 Hz forcing, t=3.67e-4 s. Contour lines of the phase-
averaged velocity at the same location are overlaid on Figs. c-f
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Figure 20: Phase-averaged xy-scan results with 300 Hz forcing, t=7.33e-4 s. Contour lines of the phase-
averaged velocity at the same location are overlaid on Figs. c-f

28 of 38

American Institute of Aeronautics and Astronautics



z1 =  154.5 mm z1 = 157.5 mm   

(b) Phase-averaged velocity (a) Phase-averaged velocity 

(c) Positive spikes (d) Positive spikes 

(e) Negative spikes (f) Negative spikes 

xsh

D
is

ta
n
c
e
 f
ro

m
 w

a
ll 

(m
m

)

 

 

40 60 80 100
0

1

2

3

u ′

ph /Ue

−0.02

−0.01

0

0.01

0.02

xsh

D
is

ta
n
c
e
 f
ro

m
 w

a
ll 

(m
m

)

 

 

40 60 80 100
0

1

2

3

4

u ′

max/Ue

−0.2

−0.1

0

0.1

0.2

xsh

D
is

ta
n
c
e
 f
ro

m
 w

a
ll 

(m
m

)

 

 

40 60 80 100
0

1

2

3

4

u ′

min/Ue

−0.05

0

0.05

xsh

D
is

ta
n
c
e
 f
ro

m
 w

a
ll 

(m
m

)

 

 

40 60 80 100
0

1

2

3

u ′

ph /Ue

−0.01

−0.005

0

0.005

0.01

xsh

D
is

ta
n
c
e
 f
ro

m
 w

a
ll 

(m
m

)

 

 

40 60 80 100
0

1

2

3

4

u ′

max/Ue

−0.1

−0.05

0

0.05

0.1

xsh

D
is

ta
n
c
e
 f
ro

m
 w

a
ll 

(m
m

)

 

 

40 60 80 100
0

1

2

3

4

u ′

min/Ue

−0.1

−0.05

0

0.05

0.1

Figure 21: Phase-averaged xy-scan results with 300 Hz forcing, t=1.1e-3 s. Contour lines of the phase-
averaged velocity at the same location are overlaid on Figs. c-f
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Figure 22: Phase-averaged xy-scan results with 300 Hz forcing, t=1.5e-3 s. Contour lines of the phase-
averaged velocity at the same location are overlaid on Figs. c-f
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Figure 23: Phase-averaged xy-scan results with 300 Hz forcing, t=1.8e-3 s. Contour lines of the phase-
averaged velocity at the same location are overlaid on Figs. c-f
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Figure 24: Phase-averaged xy-scan results with 300 Hz forcing, t=2.2e-3 s. Contour lines of the phase-
averaged velocity at the same location are overlaid on Figs. c-f
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Figure 25: Phase-averaged xy-scan results with 300 Hz forcing, t=2.6e-3 s. Contour lines of the phase-
averaged velocity at the same location are overlaid on Figs. c-f
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Figure 26: Phase-averaged xy-scan results with 300 Hz forcing, t=2.9e-3 s. Contour lines of the phase-
averaged velocity at the same location are overlaid on Figs. c-f
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Figure 27: Examples of spike properties

Figure 28: Auto-bicoherence at xsh=82, z=157 mm, y=0.45 mm
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(a) xsh=60 (b) xsh=82

Figure 29: Auto-bicoherence of 100 Hz and 300 Hz

(a) xsh=60 (b) xsh=82

Figure 30: Biphase of 100 Hz and 300 Hz
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Figure 31: Skewness contours (colors) overlaid with mean flow contours (lines), showing locations of positive
and negative spikes
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Figure 32: Phase plots comparing 300 and 400 Hz at xsh ≈ 60
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Figure 33: Biphase of 100 and 300 Hz (colors) overlaid with contours of u′rms for f=80 to 200 Hz (traveling
crossflow frequency band)
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(a) Traveling crossflow instability, xsh=60
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(b) Traveling crossflow instability, xsh=82
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(c) TS instability, xsh=60
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(d) TS instability, xsh=82
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(e) Shear-layer instability, xsh=60
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(f) Shear-layer instability, xsh=82

Figure 34: Comparison of all disturbance bands u′rms (colors) with forcing at f=300 Hz, overlaid with
mean-flow contours (lines)
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